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Galaxy luminosity evolution: How much is due to model choice?
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Abstract. The cluster and field luminosity functions (LFs) determined on large homogeneous samples (N > 2200 galaxies
each) are almost indistinguishable, down to M∗ + 4 in the r and i filters, suggesting that the effect of the cluster environment on
the galaxy properties does not affect the galaxy luminosity function in red bands. The similarity of the red band LFs in different
environments suggests that the galaxy mass function is preserved during the galaxy infall in the cluster. By analyzing a large
sample of galaxies in clusters, ideal from many points of view (multicolor data, large size, many clusters, metric magnitudes)
we found that luminosity evolution is required by the data but its flavour cannot be unambiguously derived if a differential lumi-
nosity evolution between bright and faint galaxies is allowed. We show that the LF parameters (slope, characteristic magnitude
and their evolution) and errors depend on assumptions in a way seldom recognized in the literature. We also point out logical
inconsistencies between hypotheses assumed in deriving literature LF and presented results, suggesting caution in interpreting
similar published results.
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1. Introduction

The study of the cluster luminosity function (LF) has at least
two immediate objectives: to look for environment related ef-
fects, as seen in possible differences between the cluster and
field LF, and to look for galaxy evolution, by comparing the LF
at different redshifts. Both these objectives are considered in
this paper.

At the present, cluster and field LFs of large samples of
galaxies in the nearby universe (z < 0.25) have been com-
puted (Garilli et al. 1999, hereafter GMA99; Blanton et al.
2001; Paolillo et al. 2001, hereafter PALal01; Norberg et al.
2002b; de Propris et al. 2003). A convergence on the field
LF, absent just a few years ago (GMA99, see their Fig. 10)
seems to be reached (Norberg et al. 2002b), in spite of an ini-
tial disagreement (Blanton et al. 2001) between Sloan Digital
Sky Survey (SDSS) and 2 degree Field Galaxy Redshift Survey
(2dFGRS) LFs. A convergence to the cluster LF, when the
considered sample is large enough to remove possible varia-
tions in individual cluster LF, seems also reached, given the
good agreement between the GMA99 LF, based on 65 clusters,
the PAal01 LF, computed for 39 clusters, and older LFs (see
GMA99 and PALal01 for details). There are, however, recent
cluster LFs that systematically differ from all LFs published
thus far (e.g. Goto et al. 2002).

Here we compare field and cluster LFs.

� e-mail: andreon@brera.mi.astro.it

LFs are usually characterized by a Schechter (1976)
function:

φ(M) = φ∗100.4(α+1)(M∗0−M)e−100.4(M∗−M)

where M∗ and α are the characteristic magnitudes and the slope
of the function, respectively. φ∗ is a normalization parameter
not relevant in this work.

For the field environment, the evolution of the LF, i.e. the
z dependence of the best fit parameters of the LF, has been ex-
plored. Lin et al. (1999) presented some evidence for an evolu-
tion on M∗ in the redshift range 0.12 < z < 0.55, of the order
of 0.4 (0.3) mag in the rest-frame B (R) over the explored red-
shift range. Very recently, Blanton et al. (2003), in their analy-
sis of a larger SDSS data set, found a similar variation for M∗
in the redshift range 0.02 < z < 0.22 in g′, r′, i′. Blanton et al.
(2003) and Lin et al. (1999) both claim evolution assuming a
no evolving LF shape, i.e. assuming no differential luminosity
evolution between bright and faint galaxies.

For the clusters, evolution of the LF is, instead, much less
explored. GMA99 found only marginal, if any, evidence for
evolution in the redshift range 0.05 < z < 0.25 by binning
cluster LFs in two z ranges. de Propris et al. (1999) found evo-
lution on M∗ in the K band in the 0.2 < z < 0.9 redshift range
for M < M∗ + 1 galaxies and assuming that α does not evolve
with z.

In this paper we have a twofold objective: first to com-
pare the cluster and field LFs (Sect. 2), second to measure the
evolution of the cluster LF using the same formalism used for
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Fig. 1. Luminosity function in the Gunn r (left panel) and i (right panel) for the cluster and field environments. The shaded area is the field LF
derived by Blanton et al. (2001), green open and close red points mark GMA99 and PALal01 LFs, respectively. GMA99 do not compute any
i band LF using pseudo-total magnitudes.

measuring the evolution of the field LF. The data and the analy-
sis is summarized in Sect. 3, the results are presented in Sect. 4.

We adopt H0 = 50 km s−1 Mpc−1 and Ω = 1. However, the
H0 value cancel out in the comparisons, and is, therefore, irrel-
evant. Furthermore, the considered samples are at low redshift.

2. Cluster and field LF

The comparison of the cluster and field LF has been attempted
several times in the literature (for example Bromley et al.
1998a,b; Christlein 2000; Balogh et al. 2001; Valotto et al.
1997; Trentham & Hodgkin 2002), with opposite claims about
the LF environmental dependence.

Figure 1 shows three luminosity functions in the Gunn r
and i bands of the largest and most homogeneous samples
measured thus far. Green open points mark the GMA99 clus-
ter r band LF. It has been obtained in the Gunn r filter
for about 2200 galaxies in 65 clusters, ranging in redshift
from 0.05 to 0.25. Red closed points mark the PALal01 r and
i band LFs. The LFs have been obtained by using F and N pho-
tographic plates calibrated in the r and i Gunn photometric
system. The sample is about 1.5 time larger than the GMA99
one and is drawn from 39 clusters in the redshift range 0.06 <
z < 0.28. The two cluster LFs shown in Fig. 1 are derived us-
ing different materials (CCD vs. photographic plates), differ-
ent ways to subtract interloper galaxies (using colors vs. using
control fields), different definitions of “total” magnitude, differ-
ent portions of the clusters (GMA99 explored only the center,
whereas PALal01 considered the whole cluster), and finally, the
absolute limiting magnitude is approximately independent on z
for GMA99, whereas it is systematically brighter for more dis-
tant clusters in PALal01. Only a very minor fraction of galax-
ies are in common, because of the different depths and field

of views of the two works. Therefore, the two LFs are inde-
pendent of each other, and should not share common biases
introduced by the data analysis (that is completely different in
the two works).

The dashed area in Fig. 1 show the r′ and i′ field LF, as mea-
sured by the SDSS (Blanton et al. 2001). The sample is larger
than both previous samples by a factor of a few (at most), and
it extends over a similar redshift range: 0.02 < z < 0.17−0.20.
SDSS r′ and i′ filters are quite similar to the Gunn r and i filters,
at least for galaxies at low redshift, because they map the emis-
sion coming from almost identical parts of the galaxy spec-
trum. The major difference between the two systems is the star
that defines the objects of zero magnitude (and color). For r
and i filters, the conversion from SDSS to Gunn is almost in-
dependent of the object spectra (see Table 3 in Fukugita et al.
1995). We therefore correct the SDSS r′ and i′ SDSS magni-
tudes for the change of the zero mag standard star by using
the values listed in Fukugita et al. (1995). Galaxies having a
surface brightness profile following a de Vaucouleurs (1948)
law have a Petrosian flux that underestimates by 0.1−0.2 mag
the total mag (Blanton et al. 2001). Since most of the galax-
ies in the cluster are early-type galaxies, and hence have a
de Vaucouleurs (1948) radial profile, we made SDSS Petrosian
magnitudes brighter by 0.15 mag, to make them comparable to
“total” magnitudes derived in GMA99 (SExtractor (Bertin &
Arnouts 1996) isophotal corrected magnitudes) and in PALal01
(Focas (Jarvis & Tyson 1981) “total” magnitudes). Finally,
SDSS absolute magnitudes are corrected for our value of H0.
The vertical normalization of the LFs is arbitrary.

The three LFs are almost indistinguishable, suggesting that
the effect of the cluster environment on the galaxy properties
does not affect the galaxy luminosity function in red filters.
The comparison performed by de Propris et al. (2003) between
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cluster and field B j LF shows instead differences in the cluster
and field blue LF. The similarity of the luminosity function in
different environments in the red bands suggests that the galaxy
mass function is preserved during the galaxy infall in the clus-
ter, whereas the blue luminosity, more sensitive to star bursts,
is altered.

The similarity of the LF found in different environments
seems at variance with previous (opposite) findings.

– Many LF determinations (e.g. Small et al. 1997; Bromley
et al. 1998b; Christlein 2000; Balogh et al. 2001) use Sandage
et al. (1979, STY) and Efstathiou et al. (1988, EEP) LF esti-
mators, in which the spatially dependent part of the LF factors
out under the assumption of an LF universality1. These works
claim to have measured different LFs in different environments,
in spite of having assumed that the LF does not depend on en-
vironment in the LF computation. Their hypotheses and results
are, therefore, in direct contradiction. Furthermore, according
to Efstathiou et al. (1988), STY and EEP estimators underesti-
mate errors if the LF universality does not hold. Because of the
logical inconsistency between hypotheses and conclusions, we
consider the results of these papers as suggestive at most, and
with underestimated errors.

We also note that the skewed (Blanton et al. 2001) LF of
the Las Campanas Redshift Survey undermines the claims of
environmental effects based on that survey, such as Christlein
(2000), Bromley et al. (1998b) and Balogh et al. (2001) results.
Furthermore, Balogh et al. (2001) use the 2MASS photome-
try (Jarrett et al. 2000), criticized by Andreon (2002a) because
2MASS misses dim galaxies and the outer halos of normal
galaxies, hence giving skewed LFs, as confirmed by Blanton
et al. (2003) and Bell et al. (2003).

– Cluster and field are found sometimes to have differ-
ent LFs. Some examples are shown in Valotto et al. (1997) and
Zabludoff& Mulchaey (2000). Almost none of the papers com-
paring cluster and field LFs uses large homogeneous samples
such the ones used in this paper (see de Propris et al. 2003 as an
exception), and none in the red bands considered in the present
paper. Furthermore, only recently (Norberg et al. 2002b) has
there been a convergence on the field LF. Therefore, the re-
sults of previous cluster vs. field LF comparisons largely rely
on which field LF has been considered. As an example in red
bands, Zabludoff & Mulchaey (2000) do find differences be-
tween the LF of poor groups and the field, when they adopt for
the field the Lin et al. (1996) LF. The latter LF differs system-
atically from the SDSS LF for the reasons described in Blanton
et al. (2001). The Zabludoff & Mulchaey (2000) result does
not tell us about environmental differences, but about the slow
convergence of the field LF to the present day determination.

The similarity of the global red LFs in different environ-
ments is not in contradiction with the suggested universality of
the LFs of morphological types in the blue band (Sandage et al.
1985; Jerjen & Tammann 1997; Andreon 1998). First, the LF
of the types are measured in filters different from the ones stud-
ied in this paper. Second, the simplest interpretation of the sug-
gested universality of the LFs of the morphological types is that
galaxies change neither type nor luminosity. However, the same

1 See, for details, EEP and Binggeli et al. (1988).

data can be interpreted as galaxies change type and luminos-
ity, preserving at the same time the blue LFs of morphological
types and the global mass function. Such an interpretation al-
lows both the blue LF of the morphological types and the global
red LF to be universal. It naturally allows the blue LF of cluster
and field to be different, as observed by de Propris et al. (2003).
Independently of the correct interpretation of the observations,
the measure of the global mass function, here approximated by
the red LF, is important to know whether galaxies change their
mass during the infall in the cluster. Our present measure sug-
gests that mass is preserved, at least in a statistical sense.

We caution the reader not to compare the SDSS and
PALal01 g band LFs, since the latter LF, although being inter-
nally consistent, is in a photometric system that can be linked
to the standard SDSS g′ system in a quite complicated way. We
are now re-deriving the blue cluster LF, for a two times larger
sample, in its “natural” system (i.e. in the BJ) (Paolillo et al.
2004).

All three LFs shown in Fig. 1 are derived assuming that lu-
minosity evolution in the studied redshift range is negligible.
Since all three LFs considered almost the same redshift range,
the comparison makes sense even in the presence of luminos-
ity evolution in the studied redshift range. In that case, the de-
rived LFs are computed at the median z, which is almost the
same for the three LFs (0.15, 0.12, 0.10 for GMA99, PALal01
and Blanton et al. 2001, respectively). Although this point is
quite technical, this is an important one: the measured LF de-
pends on the model used in its derivation, as shown in Sect. 4.
Our comparison uses LFs derived adopting the same model.

3. Cluster LF evolution: Data and analysis

To measure the LF evolution we use the sample presented in
Garilli et al. (1996) and whose LFs have been previously pre-
sented in GMA99. This sample is ideal for such an evolution-
ary study for several reasons. First, all clusters are sampled
at M∗ + 3 to M∗ + 4 independently of redshift (see GMA99
Fig. 5). The sample depth allows us to measure the evolution of
both M∗ and α at all studied redshifts, for the first time. Second,
the fact that both M∗ and α can be measured at all studied red-
shifts should clarify the usual degeneracy between the two pa-
rameters and makes the results less sensitive to misinterpreta-
tion. Third, GMA99 compute aperture magnitudes fixed in the
galaxy frame (they use a 20 kpc aperture), the magnitude that
we adopted here. Such a metric aperture, at the difference of
isophotal magnitudes, or even pseudo-total one according to
Dalcanton (1998), does not bias the LF with z to mimic evo-
lution. The choice of a metric aperture is therefore essential.
However, LFs derived with such an aperture are tilted with re-
spect to the one computed using pseudo-total magnitudes, and
the former cannot be compared to the latter. For this reason in
Fig. 1 we plot the GMA99 LF derived using pseudo-total mag-
nitudes and not the one computed using aperture magnitudes.
Fourth, three color (Gunn g, r and i) photometry is available,
allowing us to study the wavelength dependence of the possible
evolution.

The only difference to the GMA99 sample is that we
discarded one cluster (MS0013+1558) because the studied
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part of it includes just one galaxy. Absolute magnitudes are
k-corrected assuming an elliptical spectrum, with k-corrections
taken from Frei & Gunn (1994).

We compute the LF using standard maximum-likelihood
methods (STY, EEP) used for the field LF determination.

Given a sample of N galaxies in M clusters at red-
shift z1, z2, ..., zM, we compute the likelihood L by the formula:

ln L =
∑

clusters

∑

galaxies

ln pi

where pi is the individual conditional probability

pi = p(Mi|zi) =
φ(Mi)∫
φ(M)dM

where the integral is evaluated over the range [−∞,maglim],
where maglim is the limiting magnitude, and where φ is the
Schechter (1976) function modified to allow α and M∗ to vary
with z:

φ(M) = φ∗100.4(αz+1)(M∗z−M)e−100.4(M∗z −M)

αz = α0 − Pz

M∗z = M∗0 − Qz.

We hence take M∗ and α to vary linearly with z with a rate given
by Q, and P, respectively. Positive values for P and Q mean
that in the past galaxies were brighter and the LF was steeper.
Our Q has the same meaning as Q in Lin et al. (1999) and
Blanton et al. (2003). Instead, their P parameter has a different
meaning from our P: we model the α evolution, whereas they
model the φ∗ evolution.

Best fit parameters are derived by maximizing the likeli-
hood. Error ellipses in the (M∗, α) or (P,Q) planes are com-
puted by finding the contour corresponding to

ln L = ln L − 1
2
∆χ2

where ∆χ2 is the change in χ2 appropriate for the desired con-
fidence level and a χ2 distribution (with two degrees of free-
dom/interesting parameters for confidence contours, and one
degree of freedom for single parameters).

The computation of the LF parameters by using the maxi-
mum likelihood method has a great advantage: the φ∗i param-
eters (one per cluster) cancel out in computing pi (see the
pi equation), and the dimension of the overall space to be ex-
plored decreases from 68 to 4.

4. Genuine evolution or the result of a LF model
choice?

In the literature, LFs have been computed under one of these
three hypotheses:

– no evolution at all (P = Q = 0). Only a few selected
studies do not make such an assumption;

– no evolution on the LF slope (P = 0) and an assumed
evolution on M∗. This hypothesis is used by the 2dFGRS LF
(Norberg et al. 2002b);

– no evolution on the LF slope (P = 0). M∗ evolution (Q) is
solved during the LF determination (CNOC LF, Lin et al. 1999;
SDSS LF, Blanton et al. 2003).

We determine the cluster LF under all these hypotheses (and
other). Table 1 presents the derived best fit values and their
errors. We show that results, for the same data, depend on
the model used to derive the LF, i.e. on assumptions about P
and Q. In particular, best fit parameters and their error, lumi-
nosity evolution, and its statistical significance, all depend on
the adopted model, suggesting caution in interpreting similar
published results.

4.1. The usual case, i.e. assuming P = Q = 0

By fixing P = Q = 0, i.e. assuming no evolution at all, we
found the same best fit (M∗, α) parameters found in GMA99,
showing that the present algorithm converges to the same value
previously found with an algorithm using the χ2. Presently and
previously computed confidence contours also almost perfectly
overlap. M∗ and α are correlated, and the correlation is shown
in Fig. 6 of GMA99.

We check for a possible incompleteness in the data sam-
ple, by computing the LF adopting half a magnitude brighter
limiting magnitude in r: the newly determined best fit param-
eters are within the 68% confidence level of the previous ones
(i.e. the difference is less than 1/

√
2 combinedσ), in agreement

with independent checks done in GMA99.

P = Q = 0 is the original Blanton et al. (2001) choice
for the first SDSS LF derivation, and also the standard setting
adopted in most LF derivations, such as the Stromlo-APM LF
(Loveday et al. 1992), SSRS2 LF (da Costa et al. 1994),
the CfA1 and CfA2 LF (Marzke et al. 1994), the Century
Survey LF (Geller et al. 1997) the Corona Borealis LF (Small
et al. 1997) the ESP LF (Zucca et al. 1997) and the K20 LF
(Pozzetti et al. 2003).

4.2. P = 0 and α fixed at the best global fit

Let Q be free (i.e. we allow M∗ to evolve), and α to be fixed (i.e.
P = 0) at its best global fit. This setting is the same adopted in
the Lin et al. (1999) LF determination. Blanton et al. (2003) in
their second SDSS LF derivation do not use a Schechter func-
tion, but the sum of Gaussians, with fixed (i.e. not evolving)
relative amplitude. Therefore, also in Blanton et al. (2003) the
LF shape (slope) is not allowed to be redshift dependent.

Figure 2 shows confidence contours for M∗ and α for our
sample. As expected, the present computed M∗ differs from the
one computed in the previous section, by Q×zmedian, as it occurs
between the first and second SDSS LF derivations (Blanton
et al. 2003), the latter being different from the former “almost
entirely because of the inclusion of evolution in the luminosity
function model” (Blanton et al. 2003).

Q turn out to be positive, i.e. galaxies are brighter in
the past, in the three filters. Q = 0 is ruled out at ∼90
to 99.73% confidence level in the g filter only, and therefore
the statistical significance of the evidence is ∼2 to 3 σ at most.
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Fig. 2. Confidence contours at the 68.3, 95.4 and 99.73% confidence
levels for two degrees of freedom for M∗ and Q = ∂M∗/∂z when α is
not allowed to evolve. The no-evolution locus is given by Q = 0. For
a passive evolving population Q ∼ 1.1−1.2. g, r and i contours are in
blue, green and red (also right to left).

For an old passive evolving stellar population, Q = 1.1−1.2
at the redshifts sampled in this work. Such values can easily
be derived from the convolution of the GISSEL96 (Bruzual &
Charlot 1993) spectral energy distributions at the look back
times sampled in the present work (i.e. z < 0.25) with the
Gunn filters. Best fit Q values (2.1 and 3.1, see Table 1) de-
rived by imposing a not evolving α are twice or three times
larger than expected by assuming a passive luminosity evolu-
tion, Q = 1.1−1.2, but compatible at the 68.3 (or better)% con-
fidence level (see Fig. 2).

If we stop our analysis here we would claim to have found
evidence of luminosity evolution at ∼2 to 3 σ, in good agree-
ment with Blanton et al. (2003), because our and their Q values
agree to better than 1σ.

4.3. Q forced to be as model predictions

Let Q be forced to be equal to the model prediction, i.e. Q =
1.1−1.2 depending on filter, and α be free to evolve. Figure 3
shows confidence contours for P and α. The best fit P (i.e.
the α derivative) is ∼−1 to −1.5, although P � 0 can be re-
jected at only the ∼95% confidence level (Fig. 3). Therefore,
α variations are suggested by the data but not required (evi-
dence is ∼2σ), if passive evolution is assumed.

With the further constraint of a fixed α, this type of fit
would resemble the 2dFRS LF model (Norberg et al. 2002b)
that assumes an evolution well reproduced by simple synthesis
population models, and a unique (redshift independent) slope.
Of course, the M∗ evolution is imposed ab initio, and cannot
be independently derived by the LF analysis. At most, one may
claim that the luminosity evolution found is compatible with
the assumed one.

Fig. 3. Confidence contours at the 68.3, 95.4 and 99.73% confidence
levels for two degrees of freedom, for α and P = ∂α/∂z. M∗ is forced
to passively evolve. g, r and i contours are in blue, green and red (also
bottom to top).

4.4. All parameters free

Let now P and Q be free, to look for evolution in both the pa-
rameters. We do not insist a priori that some of the parameters
do not evolve with redshift, but we left them to evolve as the
data allow. Unlike previous sections (and previous works, in-
cluding SDSS and 2dFRS), in the absence of better knowledge
we do not make assumptions, and we allow all our parameters
to be redshift dependent, as much as allowed by the data. We
are here explicitly allowing bright and faint galaxies to evolve
differently, as it is likely, because brighter galaxies tend to be
redder and are therefore presumed to be older and more slowly
evolving.

Figure 4 shows P,Q confidence contours for the three fil-
ters. The P = Q = 0 point, i.e. the no-evolution case, is well
outside the 99.73% confidence contours in g and r, whereas
falls near the 99.73% confidence contours in the i band.
Therefore, non-evolving α and M∗ are rejected at 3, or more,
σ in all three filters. Therefore, evolution is required by the
data, although it is not by adopting the other LF models con-
sidered.

The point Q ∼ 1.15 and P = 0, i.e. the pure passive evolu-
tion expectation, is included in the 95.4 percent confidence con-
tour in g and i and in the 99.73 percent confidence contour in r.
Therefore, the passive evolution case is a statistically accept-
able description of the data at 2 to 3 σ. Pure passive evolution,
however, is not a unique solution allowed by the data. There
are other acceptable solutions at Q ∼ 1.15 (i.e. M∗ is passively
evolving): a detailed inspection of Fig. 3 shown that the range
−3 <∼ P <∼ 0 is as good as (or better than) P = 0. Negative val-
ues for P imply that the LF becomes flatter at higher redshift.

By leaving all parameters free, M∗ evolution is smaller, or
even with opposite sign, than by keeping α fixed (see Table 1).
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Fig. 4. Confidence contours at the 68.3, 95.4 and 99.73% confidence
levels for two degrees of freedom, for P = ∂α/∂z and Q = ∂M∗/∂z
when both α and M∗ are allowed to evolve. r, i and g contours are in
green, red and blue (also, left to right). The no-evolution locus is given
by P = Q = 0. The passive evolving locus has Q ∼ 1.1−1.2.

Therefore, one more degree of freedom of evolution drastically
influences the derived M∗ evolution. Such a degree of free-
dom is allowed by none of previous LF determinations, includ-
ing 2dFRS and SDSS. Therefore, we warn the reader that other
similar studies in the literature, all of which assume a fixed and
not evolving α, may mis-interpret the M∗ evolution found.

By leaving all parameters free, errors on M∗ and α are
larger (by a factor ∼3) than when P = Q = 0, i.e. under the
usual hypothesis done in the LF computation, and are twice as
large as when α is kept fixed.

To check that the flattening is not due to an increasing in-
completeness at faint magnitudes with increasing redshift, we
re-computed the best fit parameters considering only the galax-
ies at least half a magnitude brighter than the claimed com-
pleteness magnitude. We found almost identical best fit values
(see Table 1 where we list results for the r filter). A cou-
ple of clusters, mainly nearby, have deeper observations than
the other clusters. To make the limiting magnitude even more
uniform with redshift, we recomputed the best fit parameters
by adopting the brighter of the claimed magnitude limit and
Mr = −17.5 mag. We found identical best fit values and errors
(see Table 1), as expected because only a handful of galaxies,
out of more than 2000, are removed by this cut. Therefore, best
fit values and confidence contours are robust to incompleteness.

4.5. P = Q = 0 vs. the correct solution when
the LF evolves

Using the same data, GMA99 split the sample in two redshift
bins and derived the composed LF assuming no evolution

inside each redshift bin (δz ∼ 0.1). This is the standard way
in which the evolution of the luminosity function is computed
(e.g. Lilly et al. 1995; Ellis et al. 1996; Heyl et al. 1997; Cohen
et al. 2002). The comparison of the LFs in the two redshift bins,
performed using a χ2 approach, showed no statistically signif-
icant differences. In the present paper, by adopting a model in
which α does not evolve, we found evidence of evolution of M∗
at 2 to 3 σ. A model that allows both M∗ and α to evolve ex-
cludes the no-evolution case at better than 3 σ.

The analysis presented here supersedes the comparison pre-
sented in GMA99 in two aspects: first, it uses the likelihood
approach that is more powerful than the χ2. Second, it removes
the logical inconsistency of checking for evolution LFs de-
rived assuming no evolution. The same logical inconsistency is
shared by most works finding an LF evolution, such as CFRS
(Lilly et al. 1995), Autofib (Ellis et al. 1996; Heyl et al. 1997),
Caltech Faint Galaxy Redshift Survey (Cohen et al. 2002),
and K20 (Pozzetti et al. 2003) LFs.

The assumption of a non-evolving LF in each redshift bin
has an important impact on the luminosity density, even for the
modest (passive) evolution seen in the nearby universe: the lu-
minosity density derived in the P = 0 hypothesis is 0.5 mag dif-
ferent from the one derived if M∗ evolution is allowed (Blanton
et al. 2003). The impact of this statement on the luminosity den-
sity evolution (the Madau plot) is obvious, in particular at high
redshift, especially when one realizes that evolution is faster at
redshifts higher than those probed by SDSS, and that the red-
shift range covered by SDSS is smaller (δz <∼ 0.2) than the
typical redshift bin in usual luminosity density determinations
at high redshift.

5. Discussion and conclusions

There have been several comparisons of the cluster and
field LFs in the literature. However, almost none of them uses
homogeneous and large samples as the ones used in this pa-
per, and none2 in the red bands considered in the present pa-
per. Furthermore, only recently (Norberg et al. 2002b) has there
been convergence to the field LF. Therefore, the results of pre-
vious cluster vs. field LF comparisons largely rely on which
field LF had been considered. Here we use the state-of-the-
art LF, on which convergence seems to have been reached.

In our cluster vs. field comparison, the same LF model
is used in both environments: both are derived adopting P =
Q = 0, and the two samples have very similar median red-
shifts, making the comparison a fair one. Cluster and field LFs,
determined by analysing large homogeneous samples (SDSS,
GMA99, PALal01), are almost indistinguishable down to M∗ +
4, hence suggesting that the effect of the cluster environment
on the galaxy properties does not affect the galaxy luminosity
function in red filters. The similarity of the LF shape in dif-
ferent environments suggests that the galaxy mass function is
preserved during the galaxy infall in the cluster.

To measure the LF evolution we use the sample presented
in Garilli et al. (1996) that is ideal from many points of view

2 After the paper have been accepted a very recent work by
Christlein & Zabludoff (2003) has been put to our attention.
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Table 1. Best fit parameters derived for different models.

filter M∗ α Q ≡ ∂M∗/∂z P ≡ ∂α/∂z Notes

no evolution (Q = P = 0)

r −21.38 ± 0.08 −0.84 ± 0.04 (0) (0)

g −21.08 ± 0.08 −0.88 ± 0.04 (0) (0)

i −21.72 ± 0.07 −0.85 ± 0.04 (0) (0)

r −21.40 ± 0.08 −0.88 ± 0.04 (0) (0) maglim half mag brighter

α fixed, i.e. Evolution on M∗ only (P = 0) see also Fig. 2

r −21.02 ± 0.11 (−0.82) 2.1 ± 0.7 (0)

g −20.53 ± 0.11 (−0.83) 3.1 ± 0.8 (0)

i −21.46 ± 0.12 (−0.84) 1.5 ± 0.8 (0)

M∗ passive evolving, and evolution on α only (Q = 0) see also Fig. 3

r −21.15 −1.00 ± 0.08 (1.15) −1.3 ± 0.6

g −20.84 −1.04 ± 0.08 (1.20) −1.4 ± 0.6

i −21.51 −0.96 ± 0.08 (1.10) −0.8 ± 0.6

M∗ fixed, i.e. Evolution on α only (Q = 0)

r −21.01 −1.13 ± 0.11 (0) −2.1 ± 0.7

g −20.53 −0.83 ± 0.11 (0) 3.1 ± 0.8

i −21.46 −0.84 ± 0.12 (0) 3.1 ± 0.8

P and Q free, i.e. evolution on both M∗ & α see also Fig. 4

r −21.71 ± 0.26 −1.27 ± 0.13 −2.4 ± 1.5 −3.1 ± 0.9

g −20.79 ± 0.23 −1.02 ± 0.14 1.4 ± 1.4 −1.3 ± 0.9

i −22.00 ± 0.26 −1.18 ± 0.13 −2.0 ± 1.6 −2.3 ± 0.9

r −21.67 ± 0.28 −1.24 ± 0.15 −2.1 ± 1.7 −2.7 ± 1.6 maglim half mag brighter

r −21.71 ± 0.27 −1.28 ± 0.14 −2.5 ± 1.5 −3.2 ± 0.9 max(maglim,−17.5)

All tabulated errors are 1 σ one-parameter errors. See figures for two-parameters error contours. Fixed parameters are indicated in parenthesis.

(multicolor data, large size, many clusters, metric magnitudes).
We use the same formalism (STY) used to compute many
field LFs, and we made different assumptions in the model used
to derive the LF, among which we include those adopted in re-
cent LF determinations.

The evolution found depends on the LF model, i.e. whether
the slope α, or the characteristic magnitude M∗, or both, are al-
lowed to evolve. Best fit parameters differ when different mod-
els are adopted, in spite of the use of a fixed and large sam-
ple. Models in which both M∗ and α may evolve have not
been considered in previous studies and, therefore, the evi-
dence of a brightening of M∗ with look back time is intended
by us as suggested by previous works, but is still far from
definitively determined, even in the largest (and more recent)
surveys. Furthermore, errors depend on the model: errors are
larger when more degrees of freedom are allowed (or to be pre-
cise, when other parameters are not kept fixed because of a
lack of better knowledge), hence suggesting that the usual er-
rors (derived adopting P = Q = 0) are underestimated. The
underestimation is given by a factor ∼1 + n, where n = 1, 2 are
the number of parameters kept fixed (see Table 1). This is one
more reason to excercise caution.

In our more general model, we found statistically signif-
icant evidence of evolution, but the data do not clarify what

is actually changing (M∗, α or both). Other works find a
more constrained evolution, largely because some evolutionary
modes are not considered.

One may argue that our results are due to the use of a poor
sample, or they concern only our sample, or they are derived
using a peculiar method. First, our cluster sample is large, and
goes to ∼M∗ + 4 at z ∼ 0.25, whereas many of the field surveys
mentioned in this paper do not go that deep. Second, for the
LF determination we adopted the most common method used
for field surveys. Third, some of our results are confirmed on an
independent sample (and method): a better model (the addition
of a monolithic evolution to a non-evolving LF) changed the
M∗ value by many σ and the luminosity density by half a mag-
nitude (Blanton et al. 2003). In our paper we show that an even
better model, allowing a differential luminosity evolution be-
tween bright and faint galaxies, changes the results even more.
Fourth, some results (e.g. larger errors when adding LF degrees
of freedom) are expected to hold independently on the sample
used.

Our discussion on the impact of the model choice on the re-
sults found has, thus far, concerned almost exclusively LFs de-
termined as described in Sect. 3, i.e. by a maximum likelihood
fit of the Schechter function to the data (STY). Non-parametric
methods, such as step-wise maximum likelihood (SWML), use
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a step function in place of a Schechter one. Since the prob-
lem we point out is a logical one, and not a prerogative of the
Schechter function, non-parametric methods suffer in principle
from similar problems if the function is not explicitly allowed
to evolve with redshift.

The 1/Vmax method (Schmidt 1968) is not immune to crit-
icisms, neither. Some field LFs, such as CFRS (Lilly et al.
1995), Autofib (Ellis et al. 1996), K20 (Pozzetti et al. 2003),
were derived using the 1/Vmax method (Schmidt 1968), i.e.
weighing each galaxy by the reciprocal of the maximal vol-
ume over which it is observable. This method assumes a lu-
minosity evolution in the Vmax computation. Therefore, when
deriving the luminosity evolution from an LF computed with
the 1/Vmax method, one should claim, at most, that the evolu-
tion found is compatible with the assumed one, without any
guarantee that the solution is unique, or that the solution is the
best one.

In the course of the analysis, we noted that there are log-
ical inconsistencies in many field FL computations: in several
papers dealing with the redshift evolution of the LF, the LF is
assumed not to evolve (inside each redshift bin in which it is
computed) during the LF computations, even when a luminos-
ity evolution is found3. Similarly, in several papers studying the
environmental dependence of the field LF, the LF is assumed
to be environment-independent during its computation.

We suggest that future studies solve at the same time for the
LF parameters and their dependences (with look back time or
environment). Although we re-computed our own cluster LF by
removing logical inconsistencies, by allowing galaxies of dif-
ferent luminosity to evolve independently of each other and by
including an estimate of the impact of the model assumptions
on the final result, we leave to other authors (disposing of all
the needed data) the similar work for the numerous field LFs
published thus far.

When a Schechter function is adopted to describe the LF,
α and M∗ (and their errors) are correlated, making the interpre-
tation of various findings less straightforward than for uncor-
related parameters. Therefore, we suggest to break this corre-
lation by adopting a different M∗ definition not influenced by
the LF slope at faint magnitudes. We propose a Petrosian-like
definition of M∗, where the characteristic magnitude Mη is the
magnitude at which the ratio between the number of galaxies
in the magnitude bin centered on m, N(m) and in all brighter
magnitude bins, N(<m), is equal to η

η =
N(m)

N(<m)
·

For an opportune choice of η, M∗ � Mη for a Schechter (1976)
function. Such a definition uses only the exponential cut-off of
the LF, where α plays a minor role (if η is chosen to repro-
duce M∗).

We apply such an approach to our own data, for different
choices of η and of the bin width over which N(m) is com-
puted. Unfortunately, the application of this approach does not
clarify what is actually evolving in our sample, mainly because

3 As already mentioned, the model choice may badly affect best fit
values, errors and the luminosity density.

it uses only the bright part of the LF, which is also the less pop-
ulated in a cluster sample. The proposed approach should be
more efficient for a field sample, because most of the field sam-
ple has a magnitude brighter than (or similar to) M∗, whereas
for a cluster (volume limited) sample, most of the galaxies are
fainter than M∗. We propose that this approach be tested on
future LF determinations.

We showed that the derived LF parameters depend on the
assumed model, in a way seldom recognized thus far. With our
most general model that allows differential luminosity evolu-
tion between bright and faint galaxies, we found statistically
significant evidence of evolution, but the data do not unam-
biguously determine what (M∗, α or both) is actually chang-
ing. Adopting a unique model for large homogeneous samples,
we found that cluster and field red LFs are similar suggesting
a limited effect of the cluster environment on the galaxy mass
function.

Acknowledgements. We thank the referee for his/her comments that
prompted us to better focus our work.

Appendix A: Q = 0, i.e. a non–evolving M∗

For completeness, we also compute the best fit parameters in
case of a non-evolving M∗ (i.e. Q = 0). Literature papers do
not explore the possibility of an evolving α, for lack of data.

Inspection of the α − P confidence contours (figure not
shown) in the three filters shows that P = 0 can be re-
jected at the 95.4% confidence level at most. Therefore, for the
model assumptions, we have no compelling evidences for an
α variation.

References

Andreon, S. 1998, A&A, 336, 98
Andreon, S. 2001, ApJ, 547, 623
Andreon, S. 2002a, A&A, 382, 495
Andreon, S. 2002b, A&A, 382, 821
Balogh, M. L., Christlein, D., Zabludoff, A. I., & Zaritsky, D. 2001,

ApJ, 557, 117
Bell, E. F., McIntosh, D. H., Katz, N., & Weinberg, M. D. 2003, ApJS,

149, 289
Bertin, E., & Arnouts, S. 1996, A&AS, 117, 393
Binggeli, B., Sandage, A., & Tammann, G. A. 1985, AJ, 90, 1681
Binggeli, B., Sandage, A., & Tammann, G. A. 1988, ARAA, 26, 509
Blanton, M. R., Dalcanton, J., Eisenstein, D., et al. 2001, AJ, 121,

2358
Blanton, M. R., Hogg, D. W., Bahcall, N. A., et al. 2003, ApJ, 592,

819
Bromley, B. C., Press, W. H., Lin, H., & Kirshner, R. P. 1998a, ApJ,

505, 25
Bromley, B. C., Press, W. H., Lin, H., & Kirshner, R. P. 1998b, preprint

[astro-ph/9805197]
Christlein, D. 2000, ApJ, 545, 145
Christlein, D., & Zabludoff, A. I. 2003, ApJ, 591, 764
Cohen, J. G. 2002, ApJ, 567, 672
da Costa, L. N., Geller, M. J., Pellegrini, P. S., et al. 1994, ApJ, 424,

L1
Dalcanton, J. J. 1998, ApJ, 495, 251



S. Andreon: Galaxy luminosity evolution 873

De Propris, R., Colless, M., Driver, S. P., et al. 2003, MNRAS, 342,
725

de Vaucouleurs, G. 1948, Ann. Astrophys., 11, 247
Efstathiou, G., Ellis, R. S., & Peterson, B. A. 1988, MNRAS, 232, 431
Ellis, R. S., Colless, M., Broadhurst, T., Heyl, J., & Glazebrook, K.

1996, MNRAS, 280, 235
Frei, Z., & Gunn, J. E. 1994, AJ, 108, 1476
Fukugita, M., Shimasaku, K., & Ichikawa, T. 1995, PASP, 107, 945
Garilli, B., Bottini, D., Maccagni, D., Carrasco, L., & Recillas, E.

1996, ApJS, 105, 191
Garilli, B., Maccagni, D., & Andreon, S. 1999, A&A, 342, 408
Geller, M. J., Kurtz, M. J., Wegner, G., et al. 1997, AJ, 114, 2205
Goto, T., Okamura, S., McKay, T. A., et al. 2002, PASJ, 54, 515
Jarrett, T. H., Chester, T., Cutri, R., et al. 2000, AJ, 119, 2498
Jarvis, J. F., & Tyson, J. A. 1981, AJ, 86, 476
Jerjen, H., & Tammann, G. A. 1997, A&A, 321, 713
Heyl, J., Colless, M., Ellis, R. S., & Broadhurst, T. 1997, MNRAS,

285, 61
Lilly, S. J., Tresse, L., Hammer, F., Crampton, D., & Le Fevre, O.

1995, ApJ, 455, 108
Lin, H., Yee, H. K. C., Carlberg, R. G., et al. 1999, ApJ, 518, 533

Loveday, J., Peterson, B. A., Efstathiou, G., & Maddox, S. J. 1992,
ApJ, 390, 338

Marzke, R. O., Huchra, J. P., & Geller, M. J. 1994, ApJ, 428, 43
Norberg, P., Baugh, C. M., Hawkins, E., et al. 2002a, MNRAS, 332,

827
Norberg, P., Cole, S., Baugh, C. M., et al. 2002b, MNRAS, 336, 907
Paolillo, M., Andreon, S., Longo, G., et al. 2001, A&A, 367, 59
Paolillo, M., et al. 2004, in preparation
Pozzetti, L., Cimatti, A., Zamorani, G., et al. 2003, A&A, 402, 837
Sandage, A., Binggeli, B., & Tammann, G. A. 1985, AJ, 90, 395
Sandage, A., Tammann, G. A., & Yahil, A. 1979, ApJ, 232, 352
Schechter, P. 1976, ApJ, 203, 297
Small, T. A., Sargent, W. L. W., & Hamilton, D. 1997, ApJ, 487, 512
Schmidt, M. 1968, ApJ, 151, 393
Trentham, N., & Hodgkin, S. 2002, MNRAS, 333, 423
Valotto, C. A., Nicotra, M. A., Muriel, H., & Lambas, D. G. 1997,

ApJ, 479,
Zabludoff, A. I., & Mulchaey, J. S. 2000, ApJ, 539, 136
Zehavi, I., Blanton, M. R., Frieman, J. A., et al. 2002, ApJ, 571, 172
Zucca, E., Zamorani, G., Vettolani, G., et al. 1997, A&A, 326, 477


